
How Do Large Language Models (LLMs) Impact Document

Image Analysis? An Open Discussion.

Image created by DALL·E with the prompt: “Hello, can you
create an image that shows the connection of large language
models with document image analysis?”

In just a few years, Large Language Mod-
els (LLMs) have made impressive progress in the
areas of artificial intelligence and pattern recog-
nition. Many research fields have been impacted,
including finance for price prediction, medicine
for molecule creation, and education for person-
alized learning, to name just a few [10].

LLMs are mostly transformer-based machine
learning systems built to generate, understand,
and interpret natural language [4]. They are
characterized by their large amount of param-
eters and depend on extensive training data.
They achieve state-of-the-art performance in var-
ious natural language processing tasks, including
translation, summarization, question-answering,
and content generation. By analyzing the con-
text and nuances of language, LLMs can produce
human-like text, making them valuable for appli-
cations that require language understanding and
creativity, such as chatbots, content creation, and
information retrieval.

Document image analysis is a classical branch
of pattern recognition, which aims at recognizing
texts and graphics in order to understand written
human communication. LLMs already had a sig-
nificant impact in this field as well in recent years, notably for Optical Character Recognition (OCR) [3],
information retrieval [11], and visual question answering [9].

Going beyond purely textual input, current research aims to integrate image and layout aspects as
well in the reasoning of LLMs [6], for example when interpreting tables [5]. OCR-free approaches that
use LLMs have been developed to perform text reading tasks [7, 8], yet one important drawback of those
approaches is their requirement for high-resolution images, which bears an important computational
cost [2].

LLMs seems to be able to contribute at all levels of information retrieval. Starting with rewriting
the user’s query, then searching for the answer, sorting the answers, and finally presenting the results.
LLMs can also perform multiple information retrieval tasks simultaneously [11]. In particular, these
advances can contribute to the digital humanities. One example is the use of LLMs to support historical
research thanks to a conversational interaction with a corpus of document [1].

Despite great performances, conducting scientific experiments with such technology is challenging.
First, it involves networks with millions or even billions of parameters. Fine-tuning them is not always
possible. Then, when answers are obtained, they are not always in a valid and usable format. This
raises the issue of prompt engineering, which, depending on the task, cannot be neglected. Another
question is: How can we work with the state of the art when it changes every month if not every week?

Through this presentation, we would like to open a discussion on the impact of LLMs for document
image analysis. We will start by describing the technology behind LLMs and present some examples
of their use. Then we will outline some limitations of these networks.
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